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Abstract

The purpose of this thesis was to compaléernative wireless links for transfer of data from sink
motes of remote wireless sensor netwksrto a central repository. #w different protocol stacks to be
implemented in the WSNWireless Sensor Network)plink gatewayand along with hem a few
implementation environments based on open source software and-power hardware were
discussedTo facilitate measurements and experimental validation, some of the altematives have been
implemented. Experiments have been made udimg of the amateurradio bands the 144 MHz and
(VHF) and the 433/Hz band (UHF). The parameters studied include throughput, range, power
requirements, portability ad compatibility with standards.

Using different protocol stacks, different bands and sometimes different hardvaautions were
designed, implemented, tested and experimented with. Namely these solutions are called Radiotftp,
Radiotftp_process, Radiotunnel, Soundmodem and APRX in this thesis.

After the implementation phase, there was an opiggld experimentationto measure the
aforementioned parameters. The tests were conducted in Riddarholmen, Stockholm of Sweden. These
opertfield experiments helped us obtain relde measurements about power, throughput, stability etc.
Experiments were conducted in a rangefi@m a minimum of 2 meters tamaximumof 2.1 kilometers
with some of the solutions.

In the end some of these solutions proved themselves to be viable for the purpose of data
communications for remote wireless sensor networks. Radiotftp gave the besighput in both bands
where it proved itself to be difficult to develop further applications. Radiotftp_process removed the
necessity fora Linux running gateway machine but it was unable to work with faster baud rates.
Radiotunnel opened up the path forange of network applications to use radio links, butit also proved
that it was unstable. On the other hand Soundmodem and APRX which were based on standard and
opensource software proved that they were stable but rather slééwvas proverthat every gproach
to problem has its advantages and disadvantages from different aspects such as throughput, range,
power-requirements, portability and compatibility.
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ADCc Analog to Digital Converter

AFSK Audio Frequency Shift Keying

APRE Automatic Packet Reporting System
CDc Carrier Detect

CSMA Carrier Sense Multiple Access

FCS Frame Check Sequence

FSK, Frequency Shifted Keying

FSM Finite State Machine

|EEE, Institute of Electrical and Electronics Engineers
GNU-Db'! Q& y2i !YyAE
GPLvZ, General Public License version 2
GPRS General Packet Radio Service

IP¢ Internet Protocol

KTH; Kungliga Tekniskdéogskolan

MCUc¢ Microcontroller Unit

MTUc¢ Maximum Transmission Unit

NBFM; Narrow Band Frequency Modulation
NMT¢ Nordic Mobile Tedphone

OS¢ Operating System

OSk Open Systems Interconnection

RF¢ Radio Frequency

RS Receive Signal Strength Indicator
SLIR; Serial Line IP

TCR; Transmission Control Protocol

TFTR; Trivial File Transfer Protocol

TNC; Terminal Node Controller

TS .abg Telecommunication Systebaboratory
UART Universal Asynchronous Receiver/Transmitter
UDP¢ User Datagram Protocol

UHF¢ Ultra High Frequency

Ulc Unnumbered Information

VHF¢ Very High Frequency
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1 Background

The context of this thesis is the work at TSLab on Open Wireless Sensor Networksréomnee
monitoring. The system under development include sensors for environment monitoring connected to a
sensor network node (mote), which can be interconnected to other similar motes to form a sensor
network. This network can be placed in a remote argi#ly at least one of the motes being a sink node,
i.e. connected to a gateway collecting the data and capable of delivering it via some sort of upstream
connection to a central data repository. The purpose of this thesis is to explore different wireless
upstream link options.

The WSN mote used in this thesis project is a Herjulf rfijtebased on the Atmel ATMegal28RF
chip, which integrates an IEEE 802.1RW\compliant 2.4 GHzadio transceiver, an MCU and an AD
converter facilitating the connection of analog sensors. Motes broadcast packets with sensor data.

The mote software is based on ther@iki operating systeris3].

The following sections discuss different aspects of the uplink from\W&N gateway and the
experiments conducted to facilitate comparisons.

Detailed information about the structure of this report can be found ir tfollowing Thesis
Structurechapterin pagd3.

1.1 Wireless Sensor Network

A sensor network is a networked system of interconnected measurement nodes communicating and
reporting their meaurement data to a central repository. In a wireless sensor network (WSN) these
nodes are connected to each other wirelessly, and the nodes are usualigower microcontroller
units with no significant memory storage.

In more detail, a WSN is built obdes (or motes) of from a few to several hundreds or even
thousands, where each node is connected to one (or several) sensors. Each such sensor network node
has typically several parts: a radio transceiver with an intemal antenna or connection to anatxter
antenna, a microcontroller, an electronic circuit for interfacing with the sensors and an energy source,
usually a battery or an embedded form of energy harvesting (e.g. solar panels). Size and cost constraints
on sensor nodes result in correspondin@nstraints on resources such as energy, memory,
computational speed and communications bandwidth. The topology of the WSNs can vary from a simple
star network to an advanced muttiop wireless mesh network. The propagation technique between the
hops of thenetwork can be routing or floodinig].

1.2 Sensors

In our case the motes included sensors for synoptic weather data, soil moisture and drinking water
quality parameters, such asrhidity, acidity and redoyotential. Some motes also contain solar panels
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to measure the solar power efficiency through the day and sensors monitoring the voltage and
temperature of connected batteries used as energy source.

1.3 MCU and OS

The MCU currently sed for mote experimets is an Atmel ATMegal28RFAL It integrates an
MCU, ADC and R#odule in one chip. In deep sleep it consumes about 1 uA. Small solar panels are used
as power source. Instead of chemical batteries, ubpador batteries in different sizes are used as
power storage. The motivation for this choice is that they have much longer lifeime and are not
affected by operating temperature. Two different operating systems dedicated for wirelessrsenso
networks have bem explored [6], Contiki[7] and TinyO$8]. ContikiOs was found more beneficial for
the work in TSLab. The Contiki capabilities for ntattking and its internal communicatistacks were
found much more powerful than that of TinyOS. Furthermore the necessity to learn the new
programming language used in TinyOS, NesC, made itless preferalile fliriéime requirementg9]
[10].

1.4 Inter-Node Communication

The communication between the sensor network nodes is supplied by internal radios working on 2.4
Ghz band using the IEEE 802.15.4 prot¢@plThis is a low power communication option which usually
allows 1620 meters of range with an average 250tkbraw data rate. In our case, the nodes wake up
according to a schedule, broadcast messages with sensor data that can be captured by the sink node
IyR 32S& ol O]l G2 RSSL) at SSL» hy G2L) 2F (GKS L999
usedto broadcasf11].

1.5 Sink node and Gateway

A Herjulf mote automatically becomes a sink mote when connected via a TTL/USB converter to a
USB port of a gateway.

The gatewayised in this thesis project is the Alil2] board running the Bifrosktinux[13] operating
system which is optimized for routing. The Voydgeux[14] operating system is also sometimes used
due to its easiness for adding packages. Sefockomething more powelean than the Alix board is
goingon, for example a Raspberry[P5] with Debian insid¢16].

The gateway software used to fetch measurement data from the sinknode over the USB interface
into the gateway is called sensfd7]. It stores the data from received packets in a file from which itis to
be sent upstream to the central repository.

1.6 Uplink

Uplinks can be implemented different waysincluding

1 Cabled connection (copper or optiddire), if available

1 Terrestrial wireless connection, either using a dsgaviceoffered by a cellulamobile network
operator or using a dedicated terrestrial wireless link on a suitable frequency

i Satellite connection

1 Some sort of physical transpaof data (e.g. based on Delay Tolerant Networkirging wireless
phones as dataarriers[18]).

The purpose of this thesis is to explore the dedicated terrestrial wireless link options.
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2 Problem Statement

Themain problem of this project is to get the collected data out from the sink mote of a wireless
sensor network to a remote repository with internet acce¥te objective of this thesis project is
exploring the tradeoffs coming with the use of

a. 434 MHz and44 MHzZrequenciesand associated protocol stacks to optimize thegeand
QoS (throughput, data rate, error rate).

b. Different hardware and software solutions, from dedicated hardware solutions to software
defined radio links to optimize power consumptiand flexibility.

The overarching goal is to add IP os&fHF/UHF software defined radiok interface to Alix/Bifrost
gateway. And while achieving this goal, mobility of the design will also be taken into consideration,
meaning that presumed outcome dfi¢ thesis project is a portable device that uses serial port and not
so dependent on the connected platform.

3 Related Work

Similar environmental wireless sensor network projects have been known toofiidbe-shelf
solutiong19][20]. A 900 MHz radio modem callédeeWave Ranger is used in th@sejecs. This device
can give 115.2 kbps throughput with about 90 km range with clear line of[@ht

Some other similar projects use 2.4 GHz 802.11 links with directed ant¢@2Rh®8y using directed
antennas, these projects acquired a longer ranggt. tBey were only able to reachbout 300 meters.

And even the researchers in thptgject decided to leave their VA gateway solution due towo main
reasonsgxcessive power consumption and the overhead caused by TCP/IP and 802.11b link.

Also some wireless sensor network projects have tried the option of GPRS modems, but decided
that it was notproviding astable connection[23]. In more detall, they have found out that GPRS
modems tend to lock up after extended periods of time4(2ays) and can be recovered only riey
cycing power to them According to the researchers GPRS modems are generally not robust enough to
run longterm outdoor applications.

One of the projects decided to leave the data in the sink and retrieve it manj2d]y In this
implementation of the WSN, each node has iB &rd storage where they store their data. And this
RFEGF OFry 0SS 1JdzZSNASR FNRBY (KS aAyl Yy2RS gKSy AidQa
the complexity of the system, and it was found not necessary to relay the data since the researchers
were also present on the field during the time of measurements.

Unfortunately the academic study brought up no specialized projects focusing on the uplink itself.
All the projects mentioned above were about the implementation of the wireless sensor netatbea
than the uplink. But they were still explaining their uplink implementations, which proved to be useful.

4 Goals

Primary goal of this thesis projestasto produce a feasible, minimum hardware, lawg, low-
power, long rangesolution to the problem of getting the sensor data out from the sink mote to a
remote repository. Secondary goatsto implement IP over the same solution, so that existing user
programs, or newly developed programsuld be used over this link. When thikesis projectwas
finished,it was planned to havat least one hardware/softwarsolutionwhich will be plugged into the
sensor networkand the remote repositorywhichwouldcarry the sensor dateeliably.
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5 Thesis Structure

Section Xells about the bacground of the project, giving details about the situation at hand before
the project started. Sectio@ explains the problem statement. Secti@gives brief information about
the academic studies regarding the problem. And Seectiterls about the goalsf this thesis relating to
the problem. Further onSection6 tells about the method that was used in this project. Secfiayives
details about the literature study before telling about the design decisiwhish isin Section8. After
the design dedcisius, in ction9implementation details are presented. Aftein sectionslO and 11the
experiment plan and the data gathered in experiments aesented. Finally in sections 12 and 1%
conclusions and possible further work is givAnd finally, refeences can be found in section.14

6 Method

Before starting the project, a literature study has been conducted to understand the problem, to
know about the communication protocols and stacks and to understand how packet radio works. After
this study, the metrics of the problem has been defined to have a clearer grasp of the problem and
goals. Later on, existing solutions to the problem has been explored to see if they fulfill the
requirements. This research included both general literaturd academic resources. After seeing that
existing solutions were not enough, new solutions to the problem were generated approaching the
problem from its uncovered requirements. The parts until this point structured the theoretical study
phase of the thesi study.

Then, a measurement model is created to have a basis to compare solutions at hand. This model
defines what to measure and how to measure the key parameters.

After the measurement model phase, there came the implementation phase which was done in
three steps: architecture design, application design and the implementation itself. In architecture design
phase the supporting hardware and software was designed. In the application design and
implementation phases, the application was designed and impieate

After the implementation phase, experiment plan was executed and data were colletlet
after the interpretation of the collected data, conclusions were deduced by discussing the results.

7 Theoretical Framework

There are many possible communicatiprotocols and protocol stacks that can be used for uplink
communication. While the project requirements only determined the use of a single type of physical
layer, the protocol selection for rest of the layedata link, network, transport and applicah- was up
to the author. Below are the discussions for different layers and diffgyestocols

7.1 Physical Link

The physical layer in this project is based on wireless streaming, and VHF/UHF bands are used. For
VHF, the used amateur band is 144 MHz @d.meter band), and for UHF based amateur radio the band
is 433 MHz (i.e. 70 centimeter band). For these bands, there are rules of the amateur radio
communications. These rules are generally the same, but may differ from country to country. An
example of tese rules for Uked States can be found {25]. One important general rule is that the
transmitter must periodically send otlie callsign of the operator during transmissions.
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On these frequency bands, we have the ability to transmit audio avitreximum of 9600 Hz sample
rate depending on the underlying hardware. Between the modulation options, there are two popular
choices, one of them is the-phase encoding (Manchest€i26] and the other is AFSKe. 1200 baud
BellModem)[27].

Thedsoundmodeng [28] software at hand was able to generate AFSK signals for us, but on the other
hand the Radiometrix devices were not proven to work with that yet. So at the beginning of the project
the Radiometrix devices were ordgmpatible with the digital feed.

It should also be noted that, although Radiometrix devices work the same way, there are different
constraints regarding the maximum possible baud rate that could be used. In 70 cm band (Radiometrix
Bim2A[29]), the maximum possible baud rate is 19.2 kbits/sec without overwhelming the packet error
rate, whereas in 2 m band (Radiometrix UHZ@]) the maximum possible baud rate is 2.4 kbits/sec
[31].

7.2 Data Link

For the data link protocol, the most important part was thiamhe format. For data link layer three
possible protocols were considered. These areelibt, IEEE 802.15.4 and AX(.2H [2] [33].

An Ethernet frame consists of at least 18 bytes disregarding the preambles and delimiters. It
provides 6 byte source and destination addresses, 2 byte length field, 4 bysg GRC checksum field
and a maximum of 150Byte payload.

An 802.15.4 Data frame consists of at least 21 bytes if full addressing mode is used. It has 2 bytes of
frame control field, 1 byte of sequence numbe2@ bytes of address information and 2 bytes of frame
check sequence.

An AX.25 Unnumbect Information frame consists of 18 bytes. It provides 7 byte source and
destination addresses. In addition it has 1 byte control field, 1 byte protocol identifier field and 2 bytes
of CRC checksum field. AX.25 is ali@ykr protocol which is defined teeliably deliver data ovetwo
amateur radio station§33]. Although AX.25 is said to be a Haler protocol, it alsdhas utilities for
routing and canectionoriented transferd33]. The simplest form of AX.25 frames are the Ul frames.
These frames are similar to the UDP/IP frames. AX.25 defines a framing format for packets, protocols
etc. But it does not define a physical layer, meaning that it can be built upon aeyotyphysical
connection, which will be demonstrated later in thigesis.

7.3 Network Layer

For network layer, IP or APRS wamsidered as possible optianSo in the endhere were 3
possible optionsiPv4[34], IPvE[35] or APR336]. It should be noted that APRS is not actually an OSI
compatible networkiayer;it actually covers network, transport and application layers. But since it can
be used on top of a data link layer, it wasodiscussed under this title.

An IPv4 header consists of at least 20 bytes. The most important informiatiaus in this header
are the 4 byte source and destination IP addresses, the 2 byte header checksum, 2 byte total length
field, and 1 byte time to live field.

An IPv6 header consists of at least 40 bytes. The most important information for us in #aisrhe
are the 16 byte source and destination IP addresses, the 2 byte payload length field and the single byte
hop limitfield which is the equivalent of tiri@-live field in IPv4 header.

APRS, Automatic Packet Reporting System is a system developedver &6tRS messages to a
centralized databas§37]. It can also be used to deliver messages between statnsAPRS packet
usually lies oriop of an AX.25 layer. It makes use of the AX.25 Ul (unnumbered information) frames. It
R2Say Qi KI @S | &L OA T sddrcekaBd desSnistibn callEsigrS idiich afe2ahidady K S |
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included in AX.25 header. They are actually simple text messages with a maximum length of 256 bytes
including the AX.25 head€|i36].

7.4 Transport Layer

Like it is for many other systems, the choice of transport layer was betweer{38Pp&nhd TCHP39].
The main differences between UDP and TCP will not be discussed here. But the mainagiffeom the
I dz(i K2 NDR & waShaEUDS Was &a@8ié to implement compared to TCP. But since TCP provides
reliable connection, it would need more effort to design and implement the application |&8yerin
most cases the transport layer to be usesddetermined by the application to be used (e.g. FI®,
HTTH41], TFTR42)).

UDP(User Datagram Protocoi$ most basic transport layer which is on top of IP; it only pewid
application multiplexingvia the use of port number§38]. Programmers who plan to use UDP as
transport layer should cover the cases fpacket loss and erroneous packets. It is often easy to
implement but difficult to use.

TCP (Transmission Control Protocol) gives the user the ability open reliable data streams called
socketg39]. While using TGP LINE 3 NJ Y Ya&/dtb ddRsiBlet tfiehibssibility of packet losses or
errors in packets since TCP takes care of that. Unlike UDP, it is more difficult to implement TCP but due
to its features, itis an easier transport layer to build applications upon.

Regarding IP basawtwork protocols; in Linux based systems TUN/[@8Pdevices can be used to
read infwrite out raw IP data from/to user progranThese virtual network kernel devices allow users
to write their own network drivers without going deep into the Linux kemel. This alkbbdsveloperto
tunnel the IP packets from user programs to do whatewey like for example redirect them to a raul
device.

APRS also has some routing utiliies which resembles functionality of a transport layer. APRS
messages are carried and routed with repeaters calledpdigters[44]. When an APRS message is
relayed, the digpeater adds its cah I3y G2 GKS YSaal3aS a2 GKIFIG Al R2
again. But apart from this, APRS transportation is based on flogdEigAPRS also has some special
callsigns to designate a diction to the messages, so that locatiaware stations can ignore and drop
the message.

Except TCP and UDP there is one interesting protocol that is available, which is called CoAP. CoAP,
the Constrained Application Protocol is a transfer protocol desigher halfduplex and/or low
bandwidth channel$46]. It is a transport layer protocol, not an application layer protocol. It works on
two types of messages; requests and responses. And it is a RESTfubtocol which makes it more
compatible with HTTP. &iso normally depends on UDP or other unreliable transport layer, and it has its
own mechanisms to avoid congestion and packet loss. Its congestion avoidance mechanism is
exponential badoff. One important thing ISCOAP does not assume anything about whaplex the
underlying channel iOn the other hand, arogrammer can tune his application to use CoAP on a half
duplex channel very efficiently. One of its advantageous properties is to be able to mark messages as
“confirmabé” or "'nonconfirmable . Whik -for example in a sensing applicattaould be used in sucha
way:If a reading does not change with respect to the previous reading, the new reading could be sent as
non-confirmable, spending less bandwidth and resources and s&ContikiOS also haa lowpower
implementation of CoOAP which might be ugdd4].

7.5 Application Layer
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There are many possible application layalrat could be usedo transfer filesbut we explainthe
most popular ones here, which are HTTP, TFTP and APRS. HTTP works over TARAIBuaRMerks
over UDP/IBut can also work with TCP/#ad APRS works oveannectionlessAX.2541][42][36].

l ¢¢t AA GKS LINR(G2 02t walswide-webio exciamys filed betiwdes dients y G 2 R
and serverslt provides a simple request/response protocol, but can be used for higher functionality
accesand/or modifyany kind of resource.

TFTP iseery old file transfer protocol from the times of ealy TCP development. It was designed to
simply transfer files without complexity. TFTP has some specific limitations to itself; e.g. file size cannot
be largerthan 4 gigabytes, or there is no handshalfeish a transfer.

APRSs generally used for weather and location reportiragd alsoused formessaging between
amateur radio stations. It also has a telemetry reporting functionality for users who want to report any
kind of measurement data. This fuianality is usually popular with the amateballoonerswho collect
different kinds of data from aior from their balloon The data server and user interface for APRS system
¢namely aprs.fi websitehas a feature to plot these measurements data for userstead of just
showingitin a table

7.6 Hardware

For hardware there are all sorts of interesting radio options. Usually packet radio is implemented via
a TNC (Terminal Node Controller) and a regular handheld or movable radio station from brands like
MAASor Yaesu[45]. In this sort of setup AX.25 packet generation, modulation and PTT control is
handled by the TNC and transmission and reception is handled by the radio.

One interesting possible ofte of hardware is the use of dedicated radio modules like Radiometrix
devices. These devices are at most credit card sized modules which has the same properties as a radio
except for the natural user interface such as speakers, microphone and/or bufitiese deviceg
depending on the modelare completely programmable via their digital ports and support the
transmission and reception of digital signals as well as analogue sigikelsegular radios most of the
models do not provide fulluplex channed but halfduplex channelsThe most interesting models from
the Radiometrix family are the Bim220] and UHX130].

The Bim2A model is a fixéequency UHF transceiver with fixed transmission power of 10 mW. This
model can be easily used by connecting it to a serial port of a computer or a microprocessor. Or it can
also be used to send and receive analogue signals, but this requires a sound @aiDC/DAC couple
and some software or hardware processing to convert the signals into data. In any case the PTT is
signaled via assertion of the TX enable pin. It is again up to the user how to assert this signal, but the
easiest suggested method ising the RTS flow control signal of a serial port.

The UHX1 model is a multequency VHF transceiver with programmable transmission power (1
mW to 500 mW) and with programmable frequency (144 MHz to 146 MHz). Except for the extended
programmability the ge of UHX1 is very similar to Bim2A. The easiest way to use itis to connectitviaa
serial port. But the ability to change frequency and power gives the user more flexibility about
implementing alink (i.e. frequency hopping, power decreasing when nagest. ).

7.7 Metrics

As previously mentioned the goals included the outcome of the project to have low power
consumption, minimum hardwaresquisite (low financial cosgndlong range. Here, we defined these
metrics and measurement models for themetrics.
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The maximum transmission power of IEEE 802.15.4 packets in the wireless sensor network is 2.5
milliWatts [5]. And from the related works wealso learned that usual 802.11 Wi links use 100
milliwatts of transmission powef49]. So the author decided to set 2.5 mW as lowest possible
transmission power and 100 mW as the highest possible transmission power for the uplink.

The hardware requirements were metricized in meahfmmancial cost. So every chiggble andPCB
production cost was a negative point for the minimum hardware goal.

The range is normally very dependent on the transmission power, but in this project we decided
that range metric should be done regardingetsame transmission power for different solutions. Apart
from that, the personal experiments of Robert Olsson showed a 200 meter range with IEEE 802.15.4
protocol with2.5 mW transmission power with directed antennas. Therefore author decided that for 10
mW 400 meters were the minimum acceptable range by using the simple power vs. range relation
(range is directly proportional to the square roottedinsmissiorpower). Therewas no maximum range
specified for this project since the goal was to reackeaas possible.

8 Design Decisions

8.1 Predefined Decisions

On the WSN side, the decisiarasto use a topology with a sink node cwcted to, or integrated
with, the uplink gateway. All WSN nodes use Riene Protocol ovelEEEB02.15.4 protocol stacknd
are impkmented using the AMegal28RA1IMCU with integratedadio and Contiki as OS.

On the uplink side, the decisiamasto try two different Raliometrix radio components, Bim2434
MHz) and UHX1 (144 MH2Q] [30]. These radios are both NBFM radios. They sufpedingadigital
data stream directlyor feedinga high level linear signal such as an AFSK modulated, signatheir
inputs. Using a digédl streammeans that the radio componerman beconnectedvia aserial port, while
using a modulated signaimeans interfacing via a separate hardware modéeng. TNCpr via a
soundcardand a soffmodem(e.g. soundmodem)Also in the development processsirad of single
chip radio solutiondhandheld50] or portable radio stationfs1]werealso used.

In all casesTX/RXswitchingwas done viaa serial LJ2 NIi Q& .WJéifig a aigitdl yeeds less
complex, which facilitate the interconnectionof the uplink gateway and WSN the sink nodsing an
analog feedequires a separate modem or more software and processing pdswécan be adapted to
existing standardshore easily

The choice of OS/computer/processor when implementing the uplink gatewey a tradeoff
between ease of demonstration and performanceiapzation.

When using thaligital inputin the uplink radio, ivasalsointeresting to explore if the upstream
gateway may be possible to implement undesntikiOs which is demonstrated later in this section in
hardware decisions

When usinga dedicaed gateway the stepwise refinement chosewas as below to speed up the
development process;

1. Ubuntu/Laptop
2. Voyage/Alix
3. Bifrost/Alix.

Below are the design decisions made regarding the communication protocols and their discussions.

And after that hardware dection has been made.

8.2 Physical Layer
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Since the project supervisors were interested in testing both frequency band which were mentioned
before, the author decided to build the project to be compatible with both bands regarding the
constraints that come wit them. For this purpose the author decided to make the software
parameterized to set the timings.

The project supervisors were also interested in testing both type of modulations (digital and analog).
This decision was going to affect the future progrekghe project since analog feeding required extra
hardware and software relative to the digital feeding. Therefore the author deamedo select one
type of modulation and decided tose whatever type of physical layerfeasible when the remaining
design decisions are maddn any case later decisions were radtected by this decisiondue to the
natural structure of the OSI Modg2].

8.3 Link Layer

For the link layefirstly the Ethernet frame format wasonsidered. It provides the basic functionality
of addressing and checksum to reliably transfer messages. Then 802.15.4 frames were also considered
since it alsoprovided the same functionality.hE frames coming to the gatewagre also 802.15.4
frames, ad we thought we could use this fact to our advantage; the frames ativtdtly be uploaded
to the upstream.

But later it was decided thahese options are not viabldue toan amateur radio operating rule;
whatever communication occurs within the amate bands the communique (the message) must
includethe call sign of the operatoAX.25 frames are actually exactly designed regarding this and many
other rules. And it also provides the iaility with a 16bit checksum. Séor the link layer theAX25
frame formatting was decetl to be used from this point forwardAnd the fact that IP over AX.25
libraries existed and also APRS was also worked over AX.25 contributed to this decision.

8.4 Network Layer

For the network layethree options were possible, iRIPvGand APRS.

APRS messages are basical).25Ul packets with a special formattinghPRS was thought of
transmitting messages between the gateway and the remote repository using station to station
messaging systenflso hstead of transmitting the ctéicted data to a specific repository, transmitting
the datatotl ! t w{ &8&adSY OAl dzaS 2 F [b3YH YirS diNfBANGaRM RE 8 2 F
explored And intheenda | LINE¢ &2F G661 NB 61 a& F2dzyR (G2 068 Y2NB
beacming features that could be used to generate and transmit telemetry reports

Regarding IPv4 and IPv6, at first it was considered that IPv6 would be more beneficial since mote
addresses could be directly mapped to IPv6 addreaseisdue to its less numbeaf redundant fields
But then due to itdarge header requirementeven with the discarded redundant fielddPv6 was
eliminatedto have betterdata over header efficiencfor example the standard maximum packet size
for AX.25 frames is 256 byteRherefore cutting 2bytes from the headewould give usan increase in
the header efficiency of 8% in the network layer.

Regarding all possible network layers, the author and project supervisors decided to try and
compare the possible outcomes with theaibe of APRS vs. IPv4. So at this point of the project, there
was a branching regarding the network layer. From this point forward next layers were considered
differently for APRS and IPv4 case.

8.5 Transport Layer

The decision between TCP and UDP was noivealtichoice. As mentioned before TCP was more
difficult to implement but easier to use on the upper layers, and UDP was easier to implement and more
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difficult to use on the upper layers. Apart from this, most important factor in this decision was the
ovethead coming with the TCRIso fom the previous studies it was known that TCP would have a great
overhead due toits features.

As mentioned before, virtual network kernel devices called TUN/TAP devices would allow the author
to skip actually implementng / t | YR ¢2dZ R ff2¢ (GKS dzal3S 2F Al |
would also allow the author to use TCP directly without actually having to implement it.

YR F2NJ !5t3 aAyOS Al Aa | AAYLXES LINRG2®2f > GK
but a concern about the application.

At this point the author decided to try them both to observe the behavior of TCP in slow and half
duplex radio links. And also AP&& mentioned beforewas to be tried out tooSo from this point
forward there werethree branches in the project that was going to test TCP/IPv4 over AX.25, UDP/IPv4
over AX.25 and APRS over AX.25.

8.6 Application Layer

Up to this layer, the projet has already branched out to dBfferent protocol stacks For each of
them a different appliation layer had to be chosen.

For thesolutionthat was planned to use APRS over AX.25, there is no application layer to be chosen
except for a client application to be run @mce APRS also covers the application lagad for client
programtwo optionswere consideredgxasti€ and éaprxé. As mentioned beforéaprx€ was chosen to
be a better option for this projectsincg, I LINE¢ ¢ & Sl aAf & LINE Jtelémetyl of S
messaged YR Al o1& faz2 tF3SN RADABRISNBER GKIG &GEI &

For theTCP/IPv4 over AX.25 brandfiTTP was chosen as the application layer due its ease of use
and due to accessibility to many libraries and software that supports it. And to serve the HTTP
functionality, Apache[55] software was chosen as the server due its popularity and its ease of
configuration. As the client application W(d&6]is chosen due to its many useful properties.

For the UDRPv4 over AX.25 brancht was considered to write custom application layer software.
Butafter the studies the TFTP protocp4i2] was discovered. The Trivial File Transfer Protocol was found
G2 0SS LISNFSOG FT2NJ GKS LINRP2SOGQa skb §sdipOpNyFyPias |y
[57].

At this point of the project therare still three branches from the protocol stacks point;

1 HTTP/TCP/IPV4/AX.25
1 TFTP/UDP/IPVv4/AX.25
1 APRS/AX.25

More informationabout how these protocol stacksere implementedand/or usedcan be found in

the Implementation Details in Section 15.
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Figurel Resulting branches in the project after design decisions

Transport

Application

8.7 Hardware

For digital links it was seen thategular (handheld or movablexdio is not fit for the job, so digital
feeding was only possible with the use of Radiometrix devices. And for analogue feeding Radiometrix
devices were not proven to be working during the project timeline, so alsrgadio was decided to be
used forhe job (e.g. YAESEL] or MAAF50]).

For implementing a link with APRS over AX.25 the only possible way was found to be using the
Gaz2dzy RY2RSYé¢ a2Fi6lNB S6AGK &l LINEZ NlzyyAy3dI 6AGK A
selectionis using a regular radio connected to a PC with a sound card and PTT is controlled via a serial
port. So, for testing and implementation purposes a MAAS handheld radio connected to an Ubuntu
computerviaa USB audio card and a TTL/USB Uart[&8bieas decided to be used.

For mplementing a link with TFTP over UDP/IP over AX.25 three possible options were considered;
2yS 2F GKSY g4l a dzaAy3a (GKS Gaz2dzyRY2RSY¢ az27Fidgl NE
modulation. Second one was using the TUN/TAP devices to create aketwelk interface and using
serial port and therefore using digital modulation. And the last one was writing custom software with C
using the serial port, therefore using digital modulatiddue to the implementation of APRS link, the
Gdaz2dzy RY2 RS Ywas alrehdy gaing tdBe set up and testsd author decided to leave out the
2LIA2Y 27T & ahe oeidiitYo RIBGYTEUN/TAP devices is that user programs can use TCP
without dealing with any libraries or compatibility issues, and since we weregianly to implement a
UDP link, the author also decided to leave out this optionw@odecided to go with the custom
software option, so that the newly written software could be developed to be compatible for many
more platforms and also requiring muchksk hardware (i.e. a Radiometrix device and a serial port
connection) Also with full customization of the software the timings and any problems that could occur
could be fixed by directly going into the codg.this point the author also decided to pdttis custom
software to ContikiOS for Atmegal28RFA1 chip, so that its portability could be tested and verified.

For implementing a link with HTTP over TCP/IP over AX.25, two options were considered; one of
them was using the network interface created by 8 y 3 G KS daz2dzyRY2RSYE¢ az27Fi¢
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off-the-shelf HTTP server and client to test the link (e.g. Apache Web Server and Sayéihis link
would have analogue modulation and required almost no new software to be written. Second was using
the virtual kernel network interfaces via use of TUN/TAP devices and again use saheshfélf HTTP
server and client application to test the link. The author decided to try both to be able to observe and
compare the advantages and disadvantages of using TUN/TRS A 0S & O2 YLI NBR (2 daa
Finally for all radios the author decided to use the same antenna for all experiments if possible.
Later on it was decided that this was not feasible during the project so different antennas were decided
to be used for dferent bands. Nevertheless to maintain the experiment reliability same antennas were
used for all implementations. For 144 MHz band this antenna was a omnidirectional Yag300Ca&nd
for 433 MHz band this was a MAAS omnidirectional handheld radicaate
To sum up; in the end there were 5 different implementations planned for 3 different protocol
stacks:
1 2 different implementations for HTTP over TCP/IPv4 over AXiPg digital and analogue
modulation types for Linux platforms
1 2differentimplementéons for TFTP over UDP/IPv4 over AX.25 using digital modulation for
Linux and Contilplatforms
1 Single implementation for APRS over AX.25 using analogue modulation for Linux platforms
The author decided to name these implementations as below to avoidusanfs in his further
work.
1 Implementation with HTTP/TCP/IPv4/AX.25with analogue modulation using
Gaz2dzyRY2RSY¢ a2FGoI NB 6l a OFfftSR GKS daaz2dz/RY
1 Implementation with HTTP/TCP/IPv4/AX.25 with digital modulation using TUN/TAP devices
wascalledi KS aN} RA2GdzyySté a2t dziazy o
1 Implementation with TFTP/UDP/IPv4/AX.25 with digital modulation for Linux platform was
OFtftf SR GKS GNIRA2GFGLE a2f dziA2yod
1 Implementation with TFTP/UDP/IPv4/AX.25 with digital modulation for Contiki platform was
OF f f SR {IHKE LONRICRSAA2ET 42f dziA 2y O0A PSP dzd SNJI LINE T |
f LYLX SYSyGlFdAaz2y gAGK !'tw{k! - dup AGK Iyl f 23dzf
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Figure2 Resulting solutions after hardware decisions

9 Implementation Details

9.1 Radiotftp

Thissolutionfeeds digital data into the radio. And the digital data is generated viadbeal port.
This solutiorgeneratesManchester encoded AX.25 frames encapsulatingpckets.

Radiotftpsolution usestailored software to drive the Radiometrix radio transceivers. The software
can run either as a server or as a client depending on its parameters. A client can send WRQ and RRQ
requests as stated in TFTP RRL The TFTBpplicationis builtby following the standard O&lyerg$52].

The link layer is AX.25. The network layerDeJPv438][35]. These layers ensure thine transmitted

data is indeed correct. And the network layer may be used for future work such as routing or
forwarding.lt is usual for a wireless sensor network to create large amounts of data as time progresses.
Therefore an appending option has alkeen added to the protocol. So the client (i.e. gateway) can
send the data as it arrivehe general system diagram can be seen in FiguBeRRw is a list of
advantages and disadvantages of this solution.

Advantages:

9 Thisis atailored solution for thoblem, therefore itis reasonable to assume that it will have

more performance (i.egreaterthroughput).

1 Itiswritten completely in C andit is not dependent on Linux kernels, therefore it should be

relatively easier to port.

Disadvantages:

1 Since itis tailored solution, itis a less flexible solution (i.e. only file transferis allowed,

command sending or remote shell is not an option).
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1 Since a serial portisinvolved, actual AX.25framing is not an option (AX.25is a bitbased
protocol; no bit stufing, larger MTU, start and stop bits from UARSB].

/) Remote Repasitory
Sink Mote Galoway :\\
; er

Wireless Transcei Wireless Transceiv
HW: Alix HW: Any
HW: Atmega128Rfa1 UART 0S: Bifrost or UART | amateur /\Rr;lgit:ﬂr UART 0S: Linux
0S: Contiki-Os Voyage Radio** SW: radiotftp*
SW: radiotftp*

“radiottp is a software written by Alp Sayin, which implements the TFTP protocol over a serial port
**Radio can be any Radiometrix radio transceiver, e.g. Bim2A, UHX1

Figure3. System diagram for radiotftp solution

For the purpose of implementing the project, the C language was chosen for the reasons of
L2NIGFoAfAGE ONRBdAzAKG 2y o6& SEGSyardsS dzasSs |f2y13
programming was chosen to beventdriven, as this would make porting the program to systems
without pre-emption easier than it would with polling type.

The development and deployment platforms were both chosen to be systems based on the Linux
1SNYySt Rdz&S (2 K Sby isSopen Gdufceh Havever, N@ rézairk ai widBryscope of
compatibility and increase the reusability of the code, no libraries that depend on the GNU/Linux system
were utilized with the main exception of the portable POSIX funcfis®is

The implementation started by implementing each layer of OSI, step by step. First of all the
Manchester encoding and decoding utilities have been implemented as the physical layer. After that
AX.25 Ul message creators and openers have been implemesté&htalink layer. Above that IPv4
packaging functions are implemented as network layer. No routing algoother than static routings
implemented, since it would be redundaror our case But, a useful API is presented to further
developers if anyauting algorithm is to be implemented. And above all, a programming interface is
presented to developers who watd write network applications.

The implementation outputvasan IP stack built upon and compatible with OSI model standards.
This structure isormed only with packaging functions such as package creators or openers. However,
the custom API also allows advanced functionality such as packet queues, timer callback assignment and
packet reception callback assignment. The workflow of the stackn®odstrated in the pseudocode
giveninFigure 24

Network applications often require timer and buffering utilites, so a queuing system and a timer
system have been implemented. The queue size was chosen as 1 for this specific implementation as the
applicaton requirements dictate that as the maximum queue depth. Similarly, the number of available
timers is also set to one as the demand of the TFTP application necessitated only one. Howevet,
depending on requirements for other potential uses, the numberifets and the space in transmit
gueue can be modified. The timers and queue interfaces are abstracted from the rest of the system,
allowing their modification to not affect the proper working of the upper layers. The specific details are
provided in the hader files of the source repository.

Although the software was written to be as independent as possible, some POSIX functions have
been used for file operations and timer operations. From the POSIX functions, most frequently used
ones are file operationke open, read, write and close. Alarm signal has also been used to set up
timers. Furthermore to make the software more operatag@ 8 4 SY | yR KI NRgl NB A YRS
library has been used for maximum compatibility among sysféais
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In the end, what software does can be summarized like; the system receives bytes and puts them
into a Manchester buffer until a predefined emd-packet character is received. Then the packet is
Manchester decoded, and assuming thacket is an AX.25 Ul frame an attempt is made to open it. If
successful, the payload of the frame is assumed to be a single UDP/IPv4 packet and is opened. If again
successful, then the system routes or multiplexes the packet to the relevant destinatmmpbication
respectively.

A manual which explains how to configure the radiotftp on both sides have been written during the
development. This manual can be used to set up a client and server for wireless sensor network
gateways that are using sensd okais[61].

9.2 Radiotftp_process

This solution feeds digital data into the radio. And the digital data is generated via the serial port.
This solution genetes Manchester encoded AX.25 frames encapsulating IPv4 packets.
Radiotftp_processsolution proposes the use of radiotftp software proposed in solution 1, and
porting of this software into Atmegal28Rfal running Cor@kiThe radiotftp software will be pted as
a Contiki process called radiotftp_procebsthis solution the gateway can be completely removed, and
the sink mote can personally send the sensor data. This solution is very similar to the solution 1 except
for this change.The general system agram can be seen in Figure Below is a list of predicted
advantages and disadvantages of this proposed solution.
Advantages:
1 Removal of gateway sasa lot of power (e.g. 5 Watts).
Disadvantages:
1 Removal of gateway also means the removal of the gateway storage. So, in a case of broken link
or brokenreceiver, the daialostinstead of being saved in the gateway.
1 Requires porting ahe software to Atmegal28Rfal with Contiki, which takes time ije¢kieugh
radiotftp is designed to be portable).
1 Sinceitis atailored solution, itis a less flexible solution (i.e. only file transfer is allowed,
command sending or remote shell is not an option).
1 Since a serial portisinvolved, actual AX.25 franamgt an option (AX.25is a bitbased
protocol).

-—J/ Remote Repository
Sink Mote ’—m

Wireless Transceiver

Wireless Transceiver

HW: Atmega128Rfa1
OS: Contiki-Os UART Amateur
Sw: Radio™
radiotftp_process™

HW: Any
0OS: Linux
SW: radiotftp***

Amateur
Radio™*

UART

*radiotftp_process is a Contiki-Os process written by Alp Sayin, which implements the TETP protocol over a serial port
**radiotftp is a software written by Alp Sayin, which implements the TFTP protocol over a serial port
***Radio can be any Radiometrix radio transceiver, e.g. Bim2A, UHX1

Figure4 System diagram for radiotftp_process solution
Like in radiotftp solution the of programmingas C. This solutiorwas actually a ported and a

slightly modified version of the radiotftp software. A Contiki prooceaswritten to do exactly the same
thing as radiotftp solution does. Contiki processes can be seen analogous to the UNIX pthreads with one
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major difference. Thisis, Contikh { R2Say Qi adzLlJ2 NI LINBSYLIA2y® { 23X
the CPU on their own, allowing other Contiki processes to get their share of the CPU time.

ContikiOS is a task queuing real time operating system designed specifiddlly foid KS Ay (i S Ny ¢
i K A {83 Goatiki processes work like general purpose operating system tasks, except for the voluntary
yielding. ContikiDS also presents a lot of useful utiliies for creating timers, managing memory, using
peripherals and most importantly for netwking with IP. Since the timers and packet queuing system in
radiotftp software was abstracted from the underlying system, it was a rather easy task to modify the
relevant parts of the software.

The workflow is as follows: normally, CPU is busy collectatg ftom environment. But when it is
ready to send data, it signals the radiotftp_process and so it wakes up the process. When it wakes up it
takes the data from a given pointer as if it is reading a file and transmits it as radiotftp software would
send.

UART reception interrupt saves the received byte and treats every byte as Manchester encoded
data, but when it receives the predefined epitpacket character. It copies the received packet into a
safe location and wakes the radiotftp_pess for processginput data.

In this implementation the lab tests showed that maximum possible baud rd@&0@ It is observed
that higher baud rates like 19200 and 38400 require more processing power or a higher CPU frequency.

One disadvantage that this solutidorought was the increased level of power saving mode.
b2NXYIffe ¢S OFy L2 dKS YaRS AgKSENRIt 28 8MNSY Of 207
amount of reduction in power consumption is obserj&ld But with this implementation, due tohe
ySOSaalNE SylofAy3a 2F GKS 1 we¢ NBOSAEE Ay i SNNHzLI :

To demonstrate the patching capability of the radiotftp_process to any existing CQSilslystem
with existing processes and resourcesid YLX S CAo0 2yl OOA {SNASa&a OFf OdA I (
modified to wirelessly transmit the computed data via radiotftp_process. This process is also a good
example to demonstrate how processasd timers work in ContikDS.

Finally, the size faprint of the radiotftp_processis also very small. It only adds about five kilobytes
to ContikiOs footprint. The details of the fibonacci application can be fourfdgnres.

avr-size -- format=berkeley -t fibonacci.avr - atmegal28rfal
text data bss dec hexfilename
40809 3506 10052 54367  d45f fibonacci.avr - atmegal28rfal
40809 3506 10052 54367  d45f (TOTALS)
Finished building: fibonacci.size

Figure5 Size footprint of Fibonacci application with radiotftp_process

9.3 Radiotunnel

This solution feeds digital data into the radio. And the digital data is generated via the serial port.
This solution generateBlanchester encoded AX.25 frames encapsulating IPv4 padkathieves it by
encapsilatingthe IPv4 packets generated by the kernel auodting them in AX.25 frames. After that the
frames are Manchester encoded and sent. Since the packets are generated by the kernel, the transport
layer is dependent on the used application (e.g. TFTP uses UDP, while FTP ugkg WeRjecided to
use HTTP as m#oned before to take advantage of TCP.

Radidunnel solution proposes the use of a kemel tunnel interface to create a netwerkel
interface to drive the Rdiometrix transceiversA software called radionnel waswritten to capture IP
packets. Captu IP packetsre encapsulated with AX.25 headersiely are Manchester encoded and
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transmitted through Radiometrix transceivers. The receiver part will capture these frames, decode and
unpack them. After thatreceived IP packetare fed back to the kerneF 2 NJ dzd S NJ LI I NJ Y & Q
general system diagram can be seen in FiguBetow is a list of advantages and disadvantages of this
proposed solution.
Advantages:
9 Like the soundmodem solution, this is avery flexible solution. It will allow the use &irahgf
user programs that use network.
f LGQ&a NBflIGA@Ste Slae (2 AYLX SYSyido
Disadvantages:
1 Asinradiotftp solution, since the underlying hardware will be a serial port, AX.25will not be
fully followed (e.g. no bit stuffing, larger MTU, start and stop tsdsn UART).

—J J Remote Repository
Sink Mote Gateway -—_\\

Wireless Transceiver

Wireless Transceiver

HW: Alix
HW: Atmega128Rfal UART OS: Bifrost or UART | Amateur

0S: Contiki-Os Voyage Radio™
SW: radio_tunnel*

HW: Any
OS: Linux
SW: radio_tunnel*

Amateur | UART
Radio**

*radio_tunnel is a software written by Alp Sayin, which encapsulates the IP packets coming from user programs with AX.25 frames and encodes them to send them through radio
**Radio can be any Radiometrix radio transceiver, e.g. Bim2A, UHX1

Figure6 System diagram for radio_tunnel solution

Radiotunnel solution can be viewed as a hybrid of radiotftp solution and soundmodem solution. Like
radiofftp it uses the custom AX.25 and IP stacks. It actually snage of the same codes from radiotftp
solution. But unlike radiotftp solution it is library dependent, therefore it is more operadysgem
dependent. From the runtime point of view, it is more like the soundmodem solution. When you run the
solution it ceates a network interface in the system. So after set up, itis up to the user to choose what
protocol touse to commence the transfers.

The solution is implemented by using useode linux utilitieg62]. In particularTUN/TARlevices
were used[63][64]. TUN/TARJevices are virtual network kemel interfaces, which tunnel the network
packets to a software stream. They are easily opened, read, written and closed asvifettgefjles (i.e.
POSIX compatible).

TUNdevices create IP tunnels, where@s\Pdevices create Ethernet tunnels. Since we are not
interested in Ethernet in this solution, project proceeded witdNdevices. The newly created interface
tunnels the IP packetsoming from other applications to a character stream. So, incoming IP packets can
be read byteby-byte from the character stream. And raw IP packets can be written to the same
character stream, and they will be received by applications from the integade

Basically, a developer can virtualize anything that could be networked to the system. For example a
simple ping responder can be seerFigure28. In our case the traffic is encapsulated or decapsulated
with AX.25 and Manchester protocols, and tunneled into the serial port. The data incoming from serial
port is Manchester decoded, and AX.25 unframed, and the payload is directly fed intdJtkdevice
without even checking the content. The data outgoing from TéNdevice is first AX.25 framed and
then Manchester encoded, and directly fed into the serial port.

But the kernel was assuming that the underlying hardware wagl@glex, and this waa problem
for us. Since kernel thouglthe channel was flR dzLX SES A G 61 ay Qi 6L AGA Y3
respond, therefore causing a whole lot of messages to collide and to be dropped. The solution was
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forcing the radiotunnel to drop some of the pak on the software side. So a rule was hardcoded into

GKS a2F0s6IFNB YI{Ay3a &adaNF GKFGXZ GKSNB ¢2yQi o6S |
parameter was found to work best by lab testing. Due to the forced packet drops, there was some TCP
overhead, but this wasound to bethe only solution that worked. A furthework could implement an

actual network interface which can declare the hardware layer asdugdfex. Or a fultluplex radio

communication can be used, in that case the forpadketR NB L] ¢ 2 dzZf Ry Qi 6S ySSRSR®

9.4 Soundmodem

This solutionuses audio ports of a system to generate AFSK modulated signals that carry AX.25
frames. Within the AX.25 frames there can be APRS messages as network/transport layer or IP packets.
It achieves it by encaplatingthe IPv4 packets generated by the kernel gnatting themin AX.25
frames. After that the frames are AFSK modulated and sent. Since the packets are generated by the
kernel, the transport layer is dependent on the used application (e.g. TFTP DgsMile FTP uses
TCP)Butas mentioned before we decided to use HTTP

Soundmodem solutionusS EA 8 GAy 3 | - dup 1 SNYySt KSIRSNR 2F [ A
which waswritten by Thomas Sailf#5][28]. The soundmodem software creates a virtual kernel
network interface using the audio ports of a system. After running the software and setting up the
hardware connections, two computers can interact with eather as if they are connected via an
Ethernet cable. This means any kind of network resource of Linux is available (e.g. TCP/IP). After the
setup, a smalilveb server igun to host the incoming data to gatewayJnfortunately, soundmodem
software is not yeready for Bifrost, but it works in a Debian branch called Voyage [1#ju¥or the
tests, Voyage Linux has been usékde general system diagram can be seen in Figueldéw is a list of
advantages and disadvantages of the propbselution.

Advantages:

1 Thisis a completely standard and a generic solution to the problem, therefore itis more flexible.

Li S@Sy |fft264a NzyyAy3d 2F +y KAIGGLI aSNBSNIAyY

Disadvantages

1 Itrequires more hardware (e.golume control circuits, USB audio fobs for Alix boards).

1 Initial tests showed that the link is very slow (e.g. 50 bytes/sec) and not so stable (TCP timeout

problems).

J/ Remote Repository
Sink Mote Gateway :\\

‘Wireless Transceiver Wireless Transceiver
* Ali - HW: Any
HW: Atmega128Rfal |UART HW: Alix augioports™ | Amateur Amateur | audo ports 0S: Debian

. ey 0S: Voyage e Radio*** N
08S: Contiki-Os SW: soundmodem* Radio SW: soundmodem

creates a software AX.25 KISS TNC interface from audio ports
annels
mission and reception of 1200 baud AFSK signals, .9. Maas AHT-2, Yaesu FTB300R, Radiometrix Bim2A, Radiometrix UHX1

*radiotftp is a software written by Thomas Sailer,
**Audio ports mean, the 'speaker out' and the ‘mic
***Radio can be any radio transceiver that allows

Figure7 System diagram for soundmodem solution

The soundmoem solution required very less new software writing. But instead, it required custom
hardware design such as an audio leveler. Soundmodem software was first set up and tested in a
graphical user interface environment such as Ubuntu, where soundmodemaditifig came in handy
for both setup and diagnostioshich can be seen in Figw& and 11 It was used to configure the
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soundmodem parameters such as IPv4 settings, channel access settings, delay settintgs{gllkstnd
sound card settings.

¥ alp
Channel

10 | Channel Access

Mode | alsa

ALSA Audio Driver |plughw:2,0

Half Duplex =

Capture Channel Mono

PTT Driver Jdev/ttyusBo
GPIO 0

Hamlib model

Rig configuration params

¥ alp
Channel

File Help

10 | Channel Access

TxDelay 300
Slot Time 100
P-Persistence |40
Full Duplex

TxTail 10

Figure8 Soundmodemconfig utility configuration options

The aforementioned audio leveler circuit is used to level the audio levels that are going to or coming
from the radio. The radio in this solution was either the Maas ABY®r Yaesu FT8900R. The same
circuit was also used to control the putditalk buttons of the radios. The Maas handheld radio had the

PTT controller installed in the microphone port. On the other hand Yaesu station was using a data port
to interface any ternmalas can be seenin Figude

Figure9 Yaesu FT8900R Data port signals

There was no PCB design for this circuitry, since it was a very simple circuit and it was different for
Yaesu and the Maas. A card that allows switching between Yaesu and Maas was prepared and used.
According to the type of radio that is to be used, thedtons of patch cables had to be changed. The
schematic of the card can be seerHigurel2and the actual can be seen in Figure The details of this
card can bdéound in the soundmodem manual that was written during the development pfé&le
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Figure10 Audio leveler and PTT controller card

File Diagnostics Help e
v alp Modulator | Demodulator | Packet 10 v alp Modulator | Demodulator | Packet 10
chanoeld Mode | afsk = Ehanpeln Mode | afsk =
Bits/s 1200 = Bits/s 1200 -
Frequency 0 1200 = Frequency 0 1200 :
2 Frequency 1 2200 -

Frequency 1 2200 =
Differential Decoding

Differential Encoding &
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File Diagnostics Help
v alp Modulator | Demodulator | Packet 10
Channel |\, e (mKiss -

Interface Name sm13 v

Callsign SADBXI-13

IP Address 10.0.0.13

Network Mask 255.255.255.0

Broadcast Address |10.0.0.255

Figure11 Soundmodemconfig utilitychannel settings

CKSY &2dz/RY2ZRSYO2yFA3IQa RALFIYy2a0GA0 dziAf AGASaA
computers in lab environment. To test the soundmodem without IP, an AX.25 amateur ratiam sta
software called xastir is usg@4]. In such, two amateur radio stations were set up and APRS messaging
is tested between them. On succession, other utilities that work on IPv4 on AX.25 such as ping, ssh, ftp
and wget were used to test the connectidBteps until this were also necessary for the APRS solution, so
it should be stated that, it eased the job for perfecting the APRS solution.

What soundmodemconfig does is to create an XML file to be used when soundmodem is invoked.
So itis actually pogsle to configure soundmodem in environments without graphical user interface. So
a manual for setting up soundmodem in environments without GUI has been wtdtease of future
developer or enthusias{€6].

The next step was to move this solution to Bifrost/ALIX, but unfortunately there were some
difficulties with this process. The soundmodem package and some of its required dependencies were
not ported to Bifrost. Therefore it was imposkbto build or to run the soundmodem utility in
Bifrost/Alix. However, a middle way solution was chosen and proceeded with. The Voyage Linux
distribution was able to build soundmodem and all of its dependenfld$ So the final solutin
requires a Voyage/Alix machine until the soundmodem and its dependencies are ported to Bifrost.

— > i
USB Audio Mic In fRacio bpeakpr Out
VRES1
47K
£ Radio Mic In
b VRES2
USB Audio Speaker Out >
47K
33VRTS > & PTT
USB Serial GND [ _L £> Radio GND

Figure12 Simple audio leveler and pusto-talk circuit
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After setting up the soundmodem, it is possible to have two networked computers. Or, in our case;
the gateway and a remote repository computer was networked wirelessly with adbplex IPv4 link.
Then the project proceeded witketting up an Apache weles/er on the gateway sideand using wget
or similar on the client side to fetch the collected data

9.5 APRS

This solution uses APRS as application, network and transport layer. The measurement data is
convertedinto APR&lemetrymessages and transmitted.

Aprs solution proposes the transmission of collected data to the APRS network. This solution
requires the soundmodem software and aprx software running as beacon. When the data arrives from
the WSN, a small bash script converts this data into an APR&tefemessage and transmits it into air.

If there are any APRS listeners, they will pipkand probably forward this message to the APRS
database. For testing this solution, an API&ate (i.e. Rffo-internet forwarder) will also be set upphe
general sgtem diagram can be seen in Figure Blow is a predicted list of advantages and
disadvantages of this proposed solution.

Advantages:

1 Thisis a completely standard solution.

1 This solution can utilize the existing APRS network if there are any.

Disadvantges:

1 APRS restrictions may cause data loss, or there may not be enough space for our data (e.g.

minimum time between consecutive APRS transmissions, APRS telemetry allows 5 types of data

only).
£
Sink Mote Gateway ”%
Wireless Transceiver
HW: Alix
HW: Atmega128Rfal |UART 0OS: Voyage audio ports™ | Amateur APRS Network
0S: Contiki-Os SW: soundmodem™, Radio™**
aprx**

*radiotftp is a software written by Thomas Sailer, which creates a software AX.25 KISS TNC interface from audio ports

**aprx is a APRS software designed to gate or beacon APRS messages

***Audio ports mean, the 'speaker out' and the 'mic in’ channels

****Radio can be any radio transceiver that allows transmission and reception of 1200 baud AFSK signals, e.g. Maas AHT-2, Yaesu FT8900R, Radiometrix Bim2A, Radiometrix UHX1

Figure13 System diagram for APRSIstion

APRS solution is implemented by again setting up the soundmodem software and hardware. But
instead of IP, APRS is used as the transport layer. And for that purpose the aprx software is used. Aprx is
a simple command line, amateur radio statisoftware which is generally used for-RxInet, Inetto-

Tx, and Rxo-Tx digipeating purposes. It also has features like perodically transmitting APRS messages
or sending automated traffic statistick.is simplyconfigured by editing an aprx.conf fiehose can be
seen below in Figure 14

mycall SAOBXI - 13 #mycall must be the same port in axports file

<aprsis>
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server rotate.aprs2.net
</aprsis>

<logging>
pidfile /var/frun/aprx.pid
rflog /var/log/aprx/aprx - 1f.log
aprxlog /varflog/aprx/aprx.log
</logging>

<interface>
ax25- device $mycall
tx -ok  true
</interface>

<beacon>
beaconmode both
cycle -size 20m

beacon symbol "R&" lat "6016.35N" lon "02506.36E" comment "Rx - only iGate"
beacon file /tmp/wxbeacon.txt
</beacon>

Figure14 Simple configuration file for aprx,

As mentioned beforeAPRS telemetry messaging was found to fit best for our purposes. Simply
explained, APRS telemetry messages support transmission and logging of five analog values and eight
binary values. User has to send four different kinds of messages to propery transmit telemetry data.
These are label, data, coefficient and project name messages. From these four only label, data and
coeffident messages are necessary. Also, label amdfficient messages can be transmitted less
frequent then data messages.

Unfortunately aprx does not provide any telemetry utilities. But it has an option for transmitting
custom raw APRS messages that are stored in a text file. This option is calle@c¢beibg. Beaconing
has several options. Aprx does not specifically watch the file for changes, but instead a time interval is
set up and the APRS messages in the text file are sent periodically according to the setting in aprx.conf.
So a shell script carelwritten to change the designated beacon file.

One issue with aprx software was theiltin automated telemetry messages. Aprx is haatled to
AaSYyR GStSYSGUNE YSaalaSa | o2dzi GKS adGFriAz2yQa dzal 3
since thetelemetry information was colliding and therefore the resulting data was being corrupted. To
fix this issue, aprx source has been tampered with to disabkahtomated telemetry messageshis
simple fix can be found in Figure 30.

In the end all that igeft for the user is to set up a shell script and aprx settings to set up the whole
system. Finally, to save the user from the details of APRS protocol, a simple command line utility called
aprs_telemetrit is written(Figure 15) This utility simply takeis the telemetry message parameters as
program arguments and outputs the raw telemetry message. So, all the user has to do is to set up a
simple shell script like iRigure30.

telemetrit type callsign receiver_callsign [content]
type = data,label,unit,coef,bitsense

example for data:
telemetrit data NOCALL NOCALL -1 sequence_number A1 A2 A3 A4 A5B1 B2 B3 B4 B5 B6 B7 B8
unwanted telemetry data can be omitted starting from the left

example for label:
telemetrit label NOCALL NOCALL -1 A1 A2 A3 A4 A5B1 B2 B3 B4 B5 B6 B7 B8
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unwanted labels can be omitted starting from the left

example for unit:
telemetrit unit NOCALL NOCALL -1 A1 A2A3A4A5B1B2B3B4B5 B6B7B8
unwanted units can be omitted starting from the left

example for coef:

telemetrit coef NOCALL NOCALL Ala Alb Alc A2a A2b A3a A3b A3c Ada Adb Adc ASa ASb
A5c
unwanted coefficients can be omitted starting from th e left, they'll be setto O

example for bitsense:

telemetrit bitsens NOCALL NOCALL -1 project_name B1 B2 B3 B4 B5 B6 B7 B8
unwanted coefficients can be omitted starting from the right , they'll be setto O
Build Date: Sep 32012 12:37:03

Figurel5aprs_telemetrit usage

10 Experiments

10.1 Experiment Plan

Within this project, four different sets of experiments have been conducted. Design of the
expermentation phase was made according to the initial lab tests. The aim in this deagymo
minimize the required time and was to emphasize the difference between solutions. The initial
experiment plan was to have three sets of experiments in three days; first day with 433 MHz band,
second day with 144 MHz band, and finally third day Wwith bands in lab environment.

Due to an antenna mismatch problem, these experiments had to be canceled and the data collected
in first day had to be ignored. After this incident, and after the antenna mismatch problem has been
solved, a more thorough erpiment is created and executed. The plan was to first have an initial set of
non-ab experiments with all bands and equipment to verify the hardware and software, and to detect
and fix if any errors/problems to be found. This test is conducted in Kigleaannaximum clear linef-
sight of about 650 meters. Although some data was collected in these tests, they were only used to
optimize the software and hardware for the latter experiments. After the Kista testing a little
optimization is made to softwarelecreasing the MTU of transmitted packets, therefore decreasing the
probability of a packet drop due to noise.

After this verification stage, the initial plan is revised and executed.déails of this plan are as
below. All experiments have been done an open field with clear line of sight. Some of the experiments
below are marked as optional, which means they will be performed only if the time allows. Else they
were to be put under the title of further work.

10.1.1 Experiments with radiotftp

These experimets will cover the radiotftp and radiotftp_process solutions. For testing, two Ubuntu
laptops will be set up to use radiotftp to transfer files. Builtin data logger of radiotftp will be used to
collect the below stated data. No experiments will be done wéliotftp_process, since their base
codesctherefore the protocol stacks and timingare the same. Transfer sizes are chosen as single and
16 packets to observe the differences between single packet and #packet transfers. Since we are
using amateur adio bands, we are actually not allowed to use ~100% channel utilization, but in the
name of science we will test it. In the application notes for Radiometrix devices, it is said that lower
baud rates have a direct impact on the range. Therefore we amggoi use fixed average baud rates.
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The transmission power will be fixed to 10 mW (10 dBm). The VHF frequency to be used is 433.925 Mhz,
and UHF frequency to be used will be decided in field (which will be between 144 and 146A¥iiz).
finally, for the sak of simplicity transfers will be declared as disconnected, after a certain amount of
consecutive retransmissions. For our experiments, this amount is designated as 8. This number is chosen
through several lab tests to ensure temporal noises do not caismdnectionsMeasurements will be

done four times and will be averaged for increased accuracy. They will be performed separately for
Bim2A and UHXL1.

Parameters
1. Distance
2. Transfer Size
Input Range
1. Distance =[2m:2km] (7 points)
2. Transfer Size = [12¥tes, 16*128 bytes],
Outputs
Transfer Time
Throughput
Packet Error Rate
Energy consumption
Power consumption

agrwdPE

-Throughput will be derived from transfer time.

-Packet error rate will be derived from number of retransmissions.

-Energy consumption wille derived from datasheet data and amount of Tx enabled/disabled time.
-Power consumption will be derived from energy consumption by differentiating over transfer time.

10.1.2 Experiments with radio_tunnel & soundmodem

These experiments will cover the radio_tuhnend soundmodem solutions. Below explained
measurements will be done with radio_tunnel and soundmodem separately. For radio_tunnel baud
rates will be fixed to 19200 for Bim2A and 2400 for UHX1. For soundmodem the bitrate is already fixed
to 1200 bps duea the usage of AFSK. The transfer sizes are chosen as 127 bytes and 2 kbytes to
observe the difference between single packet and many packet transactions (MTU is 255 bytes). The
transmission power will be fixed to 10 mW (10 dBm). The VHF frequency tetdesut33.925 Mhz, and
UHF frequency to be used will be decided in field (which will be between 144 and 146 MHz).
Measurements will be done four times to increase accuracy.

Parameters

1. Transfer Size
Input Range

1. Transfer Size =[127 bytes, 2048 bytes]
Outputs

1. Transfertime

2. Throughput

3. Instantaneous Channel Utilization

4. Average Channel Utilization

5. Energy Consumption

Alp Sayin Stockholm, Sweden



IL222X SoC Master Thesis 5-Jan2014
Final Report 35/69
KTH ICT School VHHFUHFUplink Solutions foRemote Wireless Sensor Networks

6. Power Consumption

-Throughput will be derived from transfer time.

-Energy consumption will be derived from datasheet data and amoufxeafnabled/disabled time
-Power consumption will be derived from energy consumption by differentiating over transfer time
-Instantaneous channel utilization will be derived from measuring the Tx enabled/disabled time
-Average channel utilization will be deed from instantaneous channel utilization by integrating over
transfertime.

10.1.3 General Experiments with Bim2A and UHX1

Without the use of any software, the performances of Bim2A and UHX1 will be measured. To do
this, the carrier signal will carry no infoation but a complete set of zeros (grounded Tx). On the
receiver side, RSSI output of the radiometrix devices will be measured. Later on, this data can be used to
map RSSI level to the performance data obtained in first two experiments.

Parameters

1. Digance
Input Range

1. Distance = [2n2km] (7 points)
Outputs

1. RssiVoltage

2. Rssi

-Only the signal strength will be tested in the experiment.
-Rssi will be derived from using the RSSI voltage data by mapping it with the plots provided in datasheet
(if provided).

10.1.4 General Experiments for UHXIOptional)

Without the use of any software, the performance of UHX1 will be measured. To do this, the carrier
signal will carry no information but a complete set of zeros (grounded Tx). On the receiver side, RSSI
output of the Radiometrix devices will be measured. Later on, this data can be used to map Tx Power
level to the performance data obtained in first three experiments.

Parameters
1. Distance
2. Tx Power(dBm)
Input Range
1. Distance =[2m:inf*] (16 points)
2. Tx Power=[10:1:30] (10 to 30 dBm with 1 dBm steps)

-Only the signal strength will be tested in this experiment.

-Rssi will be derived from using the RSSI voltage data and mapping it with the plots provided in
datasheet.

-Distance will be increased earpentially.
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*inf means until the connection is lost, which means rssi is less than or equal to the carrier detect level.

10.2 Environment and Logging

As the experiment area, Riddarholmen in Gamla Stan is chosen. This location was able to provide a
maximum a 2.1 kilometers of clear lhw-sight without even the interruption of Fresnel zones. The
experiment map can be seen belowHigurel6. The marked location zero is the fixed base station, and
the other locations are the mobile station test poin®.file transfer was made severa times with
different parametersifom points 17 to 0.Mobile station sent the designated files to the fixed station.

Note that during the transfers the mobile station was also fixHoe positions were saved by using the
built-in GPS iaNokia EED0 mobile phone.

Test Point Distance toBase Station£10 meters)

395 meters

700 meters

1050 meters
1390 meters
1820 meters
1950 meters
2120 meters

~NoOoorh, WN PP

Tablel Distances of test points to base station in Riddarholmen
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e y ‘Sgﬁ;

In the open field only radiotftp was tested due to the time requirement and also due to the
immobility of the other solutions. Radiotftp solution was tested with both bands trying find out the
average transfer time, averagmcket drop percentage and maximum distance that Radiometrix devices
can reach with a fixed power (10 milliwatts in our cadeadiotftp_solution was not included in
experiments since the protocol and the hardware it used was the same with Radiofftpf lssi
verified to be working. Radiotunnel and Soundmodem were only tested in lab environment, since they
required much more time for a transfer relative to the radiotfgnd finally APRS solution was tested
only by sending out some sample telemetry daighveprx software.

The radiotunnel and radiotftp software was modified to log events such as, TX/RX switching, packet
drop, packet transmission, request reception and error transmission and error recepti@sample of
such event log can be seenTable4 and the format can be seen ifable5 in Appendix CFor other
solutions UNIX time facilities were used for time measurenjéi}. After the data collection, a utility
was writen to facilitate parsing of data logs and generation of plots and tgléi&s
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11 Results

After collecting the data a lot of time was spent to plot them into meaningful numbers and statistics.
Depending on the point of view we have gathered a lot of interesting dafow ae the discussions
regarding theselata.Note that all raw datais currenty OOS &aaA ot S Ay (@Y I dzi K2 NDa&
Below are the plot@nd tablesthat summarize some key measurements of these experiments wit
radiotftp solutionand general experiments with other solutioriBhe disconnected cases are discarded
from the plots, therefore fewer samples can be observed in some of these plots. In any case these plots
also explain some important points about 144 &84 Mhz bands irrelevant to the protocol that is used.

Transfer Time 127 byte: Transfer Time 2 kbytes

radiotftp uhx1 00:08.915 00:21.727
radiotftp bim2a 00:00.873 00:02.414
radiotunnel uhx1 02:56.029 12:09.429
radiotunnel bim2a 02:00.120 02:05.261
soundmodem 02:09.707 02:59.324

Table2 Average transfer times with minimum distance between transceivers

®m Transfer Time for 144 Mhz with 127 bytes (se m Transfer Time for 144 Mhz with 2 kbytes (sed
Transfer Time for 433 Mhz with 127 bytes (se 26 Transfer Time for 433 Mhz with 2 kbytes (sec
12 24
11 22
10 20 -
9 18 -
8 16 ~
7 14
6 12 4
5 10 ~
4 8 -
3 6 -
2 4
L :
O ' T T T T T T T O B T T T T T T T
0 1 2 3 4 5 6 7 0 1 2 3 4 5 6 7
Figurel7 Transfer time plots for single packet delivery Figurel8 Transfer time plots for mamypacket delivery

In 434 Mhz experiments which are performed with Bim2a, it can be observed that in 2 kbytes
experiments almost all trials went into disconnection, even from the first location with distance of 400
meters (Figues 20 & 21) Therefore we can say that, if myitacket transactions are going to be
performed with 434 Mhz band, a greater consecutive retransmit limit is required (more than 8). On the
other hand, when we consider the ideal conditions cakaneter disance, mult-packet transactions
are betterto avoid the effects of overhead and it gives more bit(&igures 18,19 & 22,23)
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= Error Rate for 144 Mhz with 127 bytes (percer B Error Rate for 144 Mhz with 2 kbytes (percent
m Error Rate for 433 Mhz with 127 bytes (percer ® Error Rate for 433 Mhz with 2 kbytes (percent
120 120
100 100 -
80 80 -
60 60 -
40 40 ~
20 20 -
0 - 0 -
0 1 2 3 4 5 6 7 0 1 2 3 4 5 6 7
Figure19 Error rate plots for single packet delivery Figure20 Error rate plots for manypacket delivery

In 434 Mhz band, the results of 127 byte experments point to one important conclusion. With
distance, the error rate increases a Iigures 20 & 22). And after about 400 meters, the error rate
becomes toanuch that it impossible to transfer files. And even with 400 meters distance, the error rate
is too high that, 144 Mhz band has lower transfer times compared to 434 Mhz band (even with the
higher baud rate advantage). The other important point is that Wweewve connection with about 1400
meters distance. That is the location 4 with higher ground with respect to others. We see that effect of
higher ground helps overcome the distance effect. But as can be seerFgumel19Error rate plots for
single packet deliverthe error rate is just too high to be feasible enough for actual use. The 2 kbytes
experiments also support this with disconnection in all tests from Hmeslocation.
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. AUNI U $ T2NJ mnn a K[ Bitrate for 144 Mhz with 2 kbytes (bytes/sec)
160 B.AUNYOUS F2N)J noo aKkKl 50! Bitrate for 433 Mhz with 2 kbytes (bytes/sec)
140 -
2 .
120 - 00
100 - 150 -
80 -
60 - 100 ~
40
50 + — —
20 +— I— —
O k ! ! ! ! l ! ! ! O n T T T T T T T
6 1 =2 3 4 5 6 7 0 1 2 3 4 5 6 7
Figure21 Bitrate plots for single packet delivery Figure22 Bitrate plots for manypacket delivery

In 144 Mhz experiments which are performed with Uhx1, first thing to observe isxilséence of a
connection even from 2100 nters with a low error rate of abouB.5 percent Other thing that we
observe is; error rate does not change too much with respect to distance. This also brings a stable
transfer time and bitrate with respect to distance. These observations tell that the fade margin of the
UHX1s is better than Bim2As¢sthe fall in RSSI and increase in error rate of both devilGase 3,

Figure 19 Error rate plots for single packet deliveand Figure 20 Error rate plots for manypacket
delivery. The effect of singlpacket transactions can also be obsahie 144 MHz experiments, adding
overhead delay.

Finally, there is one last important point about all radiotftp experiments. The fifth location which is
Fo2dzi mMywn Kra y2 @lrftdzSa Ay lye 2F (KS LXz2dGa0
signal path. Although the obstruction was observable, the experiments continued also at this point to
observe the effect of obstructions. This obstruction in our case was some woods, which can also be
observed in the map ifrigure16. The effect of this obstruction was complete loss of signal in both
bands.

The fourth location with a distance of about 1400 meters was also different from others; it was
higher than the others. The increase in RSSI and drop in error rates in fourth location can be tied to this
cause.

These observations emphasize the importance of one thing, which is the importance of having a
clear lineof-sight, which may be obtained byWiag a high ground.

Location RSSI (UHX1) RSSI (Bim2a)
No Signal Applied 64 0.28
0 (Base) 196 0.48
1 136 0.40
2 122 0.30
3 116 0.31
4 133 0.38
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5 103 N/A
6 126 N/A
7 121 N/A

Table3 RSSI readings from various locations with UHX1 and Bim2A

12 Conclusions

Regarding thavhole project we can say that it was a successful project, and it is indeed possible to
use VHF/UHF bands faireless sensor networliplinks with more tharone different implementations
for a relatively low financial cost wasalso interesting to explordifferent bands and/or protocolend
their effects For example; the increase in throughput and the decrease in range with the use of higher
frequency were interestingThe Contiki integration is also an interesting outcome of the project due to
the removal of the gateway from the procesks for the project goals, the project has successfully
reached its goals to implement a feasible IP link with less than 100 mW trigpswer which can reach
over 2km with only 10 mW transmit power.

Apart from these general pointanportant conclusions that are obtained from the experiments are
as below After the collection of data, via various utilities the raw data have been pamsddgrocessed.
Although many of the results were expected, there were also few which were unexpected.

Concerning only radiotftp:

1 The effect of overhead can be heavily observédn the other hand, manpacket
transactions are statistically more probabledisconnectB¥periments with radiotft@ 0

1 The bitrate difference in bands shows itself also in the final throughput.

1 While using the 2 meter band, thaistance does not seem to have much effect. On the
other hand, obstructions on the wave path cause a lot of distortion.

1 While using the 70 cm band, the received power decays much more relative to the 2 meter
band and therefore observed to have a much ghorange.

1 In both bands having a high ground has a good impact on signal strength.

Concerning all solutions together:

1 Radiotftp solution seems to have much greater bitrate compared to others, but this is simply
an effect of utilizing the channel more &ffh Sy G f e ® hy GKS 20G§KSNJ KIyR
use the channel this efficiently, even if they wanted to.

1 The radiotunnel solution shows almost an exponential growth in transfer time with respect
to the file size. This is due to the manual forced drophef packets to ensure hatfuplex
operation.

1 Soundmodem preed itself to be a fasterftion compared to radiotunnel, even with its low
raw bitrate (1200 bps).

1 If the radiotunnel is not to be improved to act as an kadliplex interface, and if
soundmodemsolution can be improved to use radiometrix devices, then radiotunnel
solution can deprecated.

1 Some suggestions could be made according to some requirements:

o Ifhigherthroughputis required; radiotftp,

0 Ifeasysetup and easy APl is requirgddiotunnel

o If standardization and easy APl is required; soundmodem

o If standardization and set-andforgetit kind of application is requiredAPRS
solution would be suggested.
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As can be observed, each solution addresses a specific requirement. Therefore theteoie no
“best” solution in this project.
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13 Future Work

Below are some points that, future developers and researchers should consider. These are not only
suggestions, but also guidelines for further development.

Radiotftp

1 The radiotftp code base should benproved to have multiplesize queues and multiple
timers. Italready supportsit, but it is not a default.

1 The radiotftp code should be cleaner for further developers. It should look like an open API
which, itis, and there should be an open documentat for it.

1 The radiotftp solution can be optimized more by changing the place of the delays and/or
replacing the delays with nehusy waits.

Radiotftp process

1 The radiotftp_process code could be optimized to work with higher baudrates than 2400. So
that it would consume less CPU time while transmission.

Radiotunnel

1 The radiotunnel code should not be improved anymore, but instead, an actual device driver
should be written for fine tuning.

Soundmodem

I The soundmodem solution should be movenlto work with Radiometrix devices. In such
glres I Y2NB LRNIFotS KIFINRgI NS edtoyorrg &ou 6 G A y ¢
KI'YRKSETtR NIRA2aQ LIR26SNI O2yadzYLIWiAz2y

APRS

1 If possible, the APRS solution shoalslobe tested in open field and packet loss should be
recorded.

Others

1 The uhx1_programmer can be extended to be able to program the frequency of the UHX1
devicesso that frequency can be selected while running to avoid interferr@e

1 The devtag library could be incorporated to use USB device tags instead of USB device
names to select the proper USB FTDI depitg

1 A team has already started working on an implementation of a Delay Tolerant Network
(DTNp I &SR 2y (KAa [1IBNRB2S0O0Qa 2dzi02YSa
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15 Appendix A

15.1 Sources

Master Thesis Webpage:
http://alpsayin.com/vhf uhf uplink solutions for remote wireless sensor networks

Radiotftp Source:
https://github.com/alpsayin/radiotftp

Modified Sensd Source:
https://github.com/alpsayin/sensd

Original Sensd Source:
https://github.com/herjulf/sensd

Radiotftp_process Source:
https://github.com/alpsayin/radiotftp process

Radiotunnel Source:
https://github.com/alpsayin/radiotunnel

APRS Telemetrit Source:
https://github.com/alpsayin/aprs telemetrit

UHX1 R/N Calculator Source:
https://github.com/alpsayin/uhx1 rn calculator

UHX1 Programmer Source:
https://github.com/alpsayin/uhx1l programmer

UHX1 Board PCB Design Source:
https://github.com/alpsayin/uhx1 uart pcb

Bim2A Board PCB Design Source:
https://github.com/alpsayin/bim2a uart pch

Radio Event Reader Source:
https://github.com/alpsayin/radiceventreader

Old Software Repository in Google Code:
http://code.google.com/p/kthwsnlongrangeradio-uplink/

TinyOS Port for Atmegal28Rfal Source:
http://code.google.com/p/kthwsnatmegal28rfadtinyos/
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16 Appendix B

16.1 State Machines and Code Segments

Uart_interrupt_handler()

RaiseFlag()
SaveReceivedByte()

}
Main()

{
While(1)
{

YYAT OEAO OAOQEO
performTasks()
If( Byte_received )
{
putBytelntoManchesterBuffer(newByte)
if( newByteis END_OF_PACKET)

{
openManchesterPacketintoAX25Buffer(&src, &dst, &content )
if(  validPacket )

{
openUDRMPv4 Packet (&src, &dst, &src_port, &dst_port, &content

if( validPacket )

udpPacketMultiplexer(src,dst,srcport,dstport,content)

}

YYAT OEAO OAOGEO
performTasks()

If( aPacketlsPendingToBeSent )

{
If( notinTheMiddleOfReception )

{
}

TransmitNextQueuedPacket()

Figure23 Pseudocode showing the workflow of the IP stack implementation of radiotftp
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Idle

Figure24 Radiotftp_process Receive FSM diagram
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Queue new application data
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No error found
Qeate
Found error. AX25 Ul
Frame
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Transmit
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In the middle of receptio
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Figure25 Radiotftp_process send FSM diagram

PROCESS(measurement_process, "Measurement Process" );
AUTOSTART_PROCESS®E®asurement_process, &radiotftp_process);

PROCESS THREAD(measurement procesv, data)
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{
static  uint32_t counter =0;
static uintl6_t numBytes=0;
static uint64_t fibo[ 3] = {0, 1, 1}
static struct etimer measurement_timer;
static uint8_t fake_measurement_string]  450];
PROCESS_BEGIN();
etimer_set( &measurement timer, CLOCK_SECONID)
while (1)
{
PROCESS_WAIT_EVENT();
counter ++;
fibo[ 2] =fibo[ 1] +fibo[ O];
numBytes=sprintf(fake_measurement_string,
"Some Data: fibonacci(%d)=" ,
counter);
numBytes+=sprintf(fake_measurement_string +numBytes,
"%u [Alp Sayin, KTHRoyal Institute of Technology] \ n",
fibo[ 0]);
printf(  "%s", fake_measurement_string);
fibo[ O] =fibo[ 1];
fibo[ 1] =fibo[ 2];
radiotftp_setNumBytesToSend(numBytes);
process_post_synch(  &adiotftp_process,
PROCESS_EVENT_COM,
(void *)fake_measurement_string);
etimer_set( &measurement_timer, CLOCK_SECOND);
}
PROCESS_END();
}
Figure26 Sample Contiki Process computing Fibonacci Series
#include <stdio.h>
#include <stdlib.h>
#include <string.h>
#include <unistd.h>
#include <net/if.h>
#include <linux/if_tun.h>
#include <sys/types.h>
#include <sys/socket.h>
#include <sys/ioctl.h>
#include <sys/stat.h>
#include <fcntl.h>
#include <arpal/inet.h>
#include <sys/select.h>
#include <sys/time.h>
#include <erro.h>
#include <stdarg.h>
#include "tun_alloc.h"
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int tun_alloc (char* dev, int flags)
{
struct  ifreq  ifr;
int fd, err
char* clonedev = "/dev/net/tun”
if (fd = open(clonedev, O_RDWR)K 0)
{
return fd;
}
memset(&fr, 0, sizeof (ifr));
ifr.ifr_flags = flags; //IF_TUN or IFF_TAP, plus maybe IFF_NO_PI
if (*dev)
{
strncpy(ifr.ifr_name, dev, IFNAMSIZ);
}
if ((err ioctl(fd, TUNSETIFF, (void *) &ifr)) < 0)
{
close(fd);
return err;
}
strecpy(dev,  ifr.ifr_name);
return fd;
}

Figure27 Code segment from tun_alloc.c, demonstrating the opening procedure of a Tun device

[ITUNTAP DEVICE

if (FD_ISSET(tun_fd, &fds))
{
nread = read(tun_fd, read_buffer,  sizeof (read_buffer));
if (nread < 0)
{
perror( "Reading from if interface" );
close(tun_fd);
exit(EXIT_FAILURE);
}
printf(  "Read %dbytes from device %4&n", nread, tun_name);
printAsciiHex(read_buffer, nread);
/*
* ping modifier for 10.0.04
* simply swaps the last bytes of the ping packet's source and destination ips
* and writes it back by setting the ICMPtype O
*/
#if 1
for (i =0; i < MODIFY_LIST_LENGTH;++)
{
if (! memcmp(read_buffer + 16, modify[i], 4)) /llip match
{
if (read_buffer[ 9] == 1 &&read buffer] 1] == 0)
{
if (read buffer[ 20] == 8 &&read buffer[ 21] == 0)
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{
read_buffer[nread] = read_buffer[ 15];
read_bufferf 12] = 10;
read_bufferf 13] = 0;
read_buffer] 14] = 1;
read_bufferf 15] = 2;
read_buffef 16] = 10;
read_bufferf 17] = 0;
read_buffer] 18] = 1;
read_buffer] 19] = 1;
write(tun_fd, read_buffer, nread);
}
}
}
}

Figure28 Ping responder code segment from tunclient.c

int telemetry_postpoll(struct aprxpolls *app)
{
#if O
if (telemetry_time <= now.tv_sec) {
telemetry_time += telemetry_interval,
if (telemetry_time <= now.tv_sec)
telemetry_time = now.tv_sec + telemetry_interval;
telemetry_datatx();

}

if (telemetry_labeltime <= now.tv_sec) {
te lemetry_labeltime += telemetry_labelinterval;
if (telemetry_labeltime <= now.tv_sec)
telemetry_labeltime = now.tv_sec + 120;
telemetry_labeltx();
}

return O;

#endif

1

Figure29 A sinple fix to disable automated telemetry messages of aprx (function extracted from telemetry.c).

k=0

analog_value=16
digital_value=1

while :

telemetrit label SAOBXI SAOBXI
sleep 61

telemetrit coef SAOBXI SAO0BXI
sleep 61

do

for(( i=0; i<4; i++ )

do

telemetrit data SAOBXI SAOBXI
sleep 61

done

done

-13 ANVAL NA NA NA NA DIG > /tmp/wxbeacon.txt

-13 0 1 0 > /tmp/wxbeacon.txt

- 13 $k $analog_value 0 0 0 0 $digital value > ftmp/wxbeacon.txt

Figure30 Asimple shdl script to automate the transmission of data as APRS telemetry
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17.1 EventLogFormat

$time [helloWorld>]

Program Start

$time [TX>enabled]

TX enabled/RX disabled

$time [RX>enabled]

RX enabled/TX disabled

$time [wrg_request>$file]

Received wrq request for $file

$time [connectioncloses$causég

Connection closed due to $cause

$time [connection_canceb$causé

Connection canceled due to $cause

$time [put->$file]

Sentwrq request for $file

$time [exit->]

Program exit

$time [RETRANSMEBtype]

Retransmitting $type of packet

Table4 Sample Log Format

1341681601.774328
1341681601.874703
1341681602.318331
1341681602.759087
1341681603.761352
1341681604.787046
1341681604.887233
1341681605.881348
1341681606.915194
1341681607.015385
1341681608.013341
1341681609.043301
1341681609.143489
1341681610.137347
1341681613.171422
1341681613.271607
1341681614.274311
1341681616.299526
1341681616.399711
1341681617.395334
1341681620.427672
1341681620.527878
1341681621.517350
1341681623.555803
1341681623.656008
1341681624.627345
1341681625.685871
1341681625.786058
1341681626.776325
1341681629.813999
1341681629.914199
1341681630.910356
1341681632.945202

[put - >text2k.txt]
[TX- >enabled]

[RX- >enabled]
[TX->enabled]
[RX->enabled]
[RETRANSMIT>data]
[TX- >enabled]

[RX- >enabled]
[RETRANSMIT>data]
[TX->enabled]

[RX- >enabled]
[RETRANSMIT>data]
[TX- >enabled]

[RX- >enabled]
[RETRANSMIT>data]
[TX->enabled]

[RX- >enabled]
[RETRANSMIT>data]
[TX->enabled]

[RX- >enabled]
[RETRANSMIT>data]
[TX- >enabled]

[RX- >enabled]
[RETRANSMIT>data]
[TX->enabled]
[RX->enabled]
[RETRANSMIT>data]
[TX- >enabled]

[RX- >enabled]
[RETRANSMIT>data]
[TX->enabled]

[RX- >enabled]

[exit ->]

Table5 Sample event log extract
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18 Appendix D

18.1.1 DataCollected in 144 MHz Experiments (UHX1)

18.1.1.1Single Packet Transaction Experiments (127 Bytes)

Data Value Unit
Transfer Time 2.4141 seconds
Bitrate 52.6076 Bytes/second
Latency 0.019 Seconds/byte
Ideal number of transmissions 2 Packets
Number oftransmissions 2 Packets
Number of receptions 2 Packets
Number of retransmissions 0 Packets
Tx Enabled Time 1.2999 Seconds
Rx Enabled Time 1.1141 Seconds
Error Rate 0 Percent
Success Rate 0 Percent
Energy Consumption 0.6212 Joules
Number of Samples 5 Transfers
Number of Disconnects 0 Transfers
Table6 Results of transfer experiments with 127 bytes in location O.
Data Value Unit
Transfer Time 2.4172 seconds
Bitrate 52.5401 Bytes/second
Latency 0.019 Seconds/bit
Idealnumber of transmissions 2 Packets
Number of transmissions 2 Packets
Number of receptions 2 Packets
Number of retransmissions 0 Packets
Tx Enabled Time 1.2896 Seconds
Rx Enabled Time 1.1276 Seconds
Error Rate 0 Percent
Success Rate 0 Percent
EnergyConsumption 0.6189 Joules
Number of Transfers 6 Transfers
Number of Disconnects 0 Transfers
Table7 Results of transfer experim@s with 127 bytes from location 1
Data Value Unit
Transfer Time 5.8604 seconds
Bitrate 21.6709 Bytes/second
Latency 0.0461 Seconds/bit
Ideal number of transmissions 2 Packets
Number of transmissions 2.8889 Packets
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Number of receptions 2.8889 Packets

Number of retransmissions 0.8889 Packets

Tx Enabled Time 1.8603 Seconds

Rx Enabled Time 4.0001 Seconds

Error Rate 0.2037 Percent

Success Rate 0.7963 percent

Energy Consumption 1.1776 Joules

Number of Transfers 11 Transfers

Number of Disconnects 2 Transfers

Table8 Results of transfer experimestwith 127 bytes fromocation 2

Data Value Unit
Transfer Time 6.6321 seconds
Bitrate 19.1493 Bytes/second
Latency 0.0522 Seconds/bit
Ideal number of transmissions 2 Packets
Number of transmissions 3.1429 Packets
Number of receptions 3.1429 Packets
Number ofretransmissions 1.1429 Packets

Tx Enabled Time 2.0248 Seconds
Rx Enabled Time 4.6073 Seconds
Error Rate 0.1557 Percent
Success Rate 0.8443 percent
Energy Consumption 1.3122 Joules
Number of Transfers 18 Transfers
Number of Disconnects 4 Transfers

Table9 Results of transfer experimestwith 127 bytes from location 3

Data Value Unit
Transfer Time 3.6759 seconds
Bitrate 34.5494 Bytes/second
Latency 0.0289 Seconds/bit
Ideal number of transmissions 2 Packets
Number oftransmissions 2.3333 Packets
Number of receptions 2.3333 Packets
Number of retransmissions 0.3333 Packets

Tx Enabled Time 1.5393 Seconds

Rx Enabled Time 2.1365 Seconds
Error Rate 0.1111 Percent
Success Rate 0.8889 percent
Energy Consumption 0.8336 Joules
Number of Transfers 14 Transfers
Number of Disconnects 2 Transfers

Table10Results of transfer experimestwith 127 bytes from location 4

Data Value Unit
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